[**FaceForensics++: Learning to Detect Manipulated Facial Images**](https://openaccess.thecvf.com/content_ICCV_2019/html/Rossler_FaceForensics_Learning_to_Detect_Manipulated_Facial_Images_ICCV_2019_paper.html)

[**DeepVCP: An End-to-End Deep Neural Network for Point Cloud Registration**](https://openaccess.thecvf.com/content_ICCV_2019/html/Lu_DeepVCP_An_End-to-End_Deep_Neural_Network_for_Point_Cloud_Registration_ICCV_2019_paper.html)

[**Shape Reconstruction Using Differentiable Projections and Deep Priors**](https://openaccess.thecvf.com/content_ICCV_2019/html/Gadelha_Shape_Reconstruction_Using_Differentiable_Projections_and_Deep_Priors_ICCV_2019_paper.html)

[**Fine-Grained Segmentation Networks: Self-Supervised Segmentation for Improved Long-Term Visual Localization**](https://openaccess.thecvf.com/content_ICCV_2019/html/Larsson_Fine-Grained_Segmentation_Networks_Self-Supervised_Segmentation_for_Improved_Long-Term_Visual_Localization_ICCV_2019_paper.html)

[**SANet: Scene Agnostic Network for Camera Localization**](https://openaccess.thecvf.com/content_ICCV_2019/html/Yang_SANet_Scene_Agnostic_Network_for_Camera_Localization_ICCV_2019_paper.html)

[**Total Denoising: Unsupervised Learning of 3D Point Cloud Cleaning**](https://openaccess.thecvf.com/content_ICCV_2019/html/Hermosilla_Total_Denoising_Unsupervised_Learning_of_3D_Point_Cloud_Cleaning_ICCV_2019_paper.html)

[**Hierarchical Self-Attention Network for Action Localization in Videos**](https://openaccess.thecvf.com/content_ICCV_2019/html/Pramono_Hierarchical_Self-Attention_Network_for_Action_Localization_in_Videos_ICCV_2019_paper.html)

[**Goal-Driven Sequential Data Abstraction**](https://openaccess.thecvf.com/content_ICCV_2019/html/Muhammad_Goal-Driven_Sequential_Data_Abstraction_ICCV_2019_paper.html)

[**Jointly Aligning Millions of Images With Deep Penalised Reconstruction Congealing**](https://openaccess.thecvf.com/content_ICCV_2019/html/Annunziata_Jointly_Aligning_Millions_of_Images_With_Deep_Penalised_Reconstruction_Congealing_ICCV_2019_paper.html)

[**Drop to Adapt: Learning Discriminative Features for Unsupervised Domain Adaptation**](https://openaccess.thecvf.com/content_ICCV_2019/html/Lee_Drop_to_Adapt_Learning_Discriminative_Features_for_Unsupervised_Domain_Adaptation_ICCV_2019_paper.html)

[**NLNL: Negative Learning for Noisy Labels**](https://openaccess.thecvf.com/content_ICCV_2019/html/Kim_NLNL_Negative_Learning_for_Noisy_Labels_ICCV_2019_paper.html)

[**Adversarial Robustness vs. Model Compression, or Both?**](https://openaccess.thecvf.com/content_ICCV_2019/html/Ye_Adversarial_Robustness_vs._Model_Compression_or_Both_ICCV_2019_paper.html)

[**On the Design of Black-Box Adversarial Examples by Leveraging Gradient-Free Optimization and Operator Splitting Method**](https://openaccess.thecvf.com/content_ICCV_2019/html/Zhao_On_the_Design_of_Black-Box_Adversarial_Examples_by_Leveraging_Gradient-Free_ICCV_2019_paper.html)

[**DewarpNet: Single-Image Document Unwarping With Stacked 3D and 2D Regression Networks**](https://openaccess.thecvf.com/content_ICCV_2019/html/Das_DewarpNet_Single-Image_Document_Unwarping_With_Stacked_3D_and_2D_Regression_ICCV_2019_paper.html)

[**Learning Robust Facial Landmark Detection via Hierarchical Structured Ensemble**](https://openaccess.thecvf.com/content_ICCV_2019/html/Zou_Learning_Robust_Facial_Landmark_Detection_via_Hierarchical_Structured_Ensemble_ICCV_2019_paper.html)

[**Remote Heart Rate Measurement From Highly Compressed Facial Videos: An End-to-End Deep Learning Solution With Video Enhancement**](https://openaccess.thecvf.com/content_ICCV_2019/html/Yu_Remote_Heart_Rate_Measurement_From_Highly_Compressed_Facial_Videos_An_ICCV_2019_paper.html)

[**Face-to-Parameter Translation for Game Character Auto-Creation**](https://openaccess.thecvf.com/content_ICCV_2019/html/Shi_Face-to-Parameter_Translation_for_Game_Character_Auto-Creation_ICCV_2019_paper.html)

[**Visual Deprojection: Probabilistic Recovery of Collapsed Dimensions**](https://openaccess.thecvf.com/content_ICCV_2019/html/Balakrishnan_Visual_Deprojection_Probabilistic_Recovery_of_Collapsed_Dimensions_ICCV_2019_paper.html)

[**StructureFlow: Image Inpainting via Structure-Aware Appearance Flow**](https://openaccess.thecvf.com/content_ICCV_2019/html/Ren_StructureFlow_Image_Inpainting_via_Structure-Aware_Appearance_Flow_ICCV_2019_paper.html)

[**Learning Fixed Points in Generative Adversarial Networks: From Image-to-Image Translation to Disease Detection and Localization**](https://openaccess.thecvf.com/content_ICCV_2019/html/Siddiquee_Learning_Fixed_Points_in_Generative_Adversarial_Networks_From_Image-to-Image_Translation_ICCV_2019_paper.html)

[**Generative Adversarial Training for Weakly Supervised Cloud Matting**](https://openaccess.thecvf.com/content_ICCV_2019/html/Zou_Generative_Adversarial_Training_for_Weakly_Supervised_Cloud_Matting_ICCV_2019_paper.html)

[**PAMTRI: Pose-Aware Multi-Task Learning for Vehicle Re-Identification Using Highly Randomized Synthetic Data**](https://openaccess.thecvf.com/content_ICCV_2019/html/Tang_PAMTRI_Pose-Aware_Multi-Task_Learning_for_Vehicle_Re-Identification_Using_Highly_Randomized_ICCV_2019_paper.html)

[**Generative Adversarial Networks for Extreme Learned Image Compression**](https://openaccess.thecvf.com/content_ICCV_2019/html/Agustsson_Generative_Adversarial_Networks_for_Extreme_Learned_Image_Compression_ICCV_2019_paper.html)

[**Instance-Guided Context Rendering for Cross-Domain Person Re-Identification**](https://openaccess.thecvf.com/content_ICCV_2019/html/Chen_Instance-Guided_Context_Rendering_for_Cross-Domain_Person_Re-Identification_ICCV_2019_paper.html)

[**What Else Can Fool Deep Learning? Addressing Color Constancy Errors on Deep Neural Network Performance**](https://openaccess.thecvf.com/content_ICCV_2019/html/Afifi_What_Else_Can_Fool_Deep_Learning_Addressing_Color_Constancy_Errors_ICCV_2019_paper.html)

[**Beyond Cartesian Representations for Local Descriptors**](https://openaccess.thecvf.com/content_ICCV_2019/html/Ebel_Beyond_Cartesian_Representations_for_Local_Descriptors_ICCV_2019_paper.html)

[**Distilling Knowledge From a Deep Pose Regressor Network**](https://openaccess.thecvf.com/content_ICCV_2019/html/Saputra_Distilling_Knowledge_From_a_Deep_Pose_Regressor_Network_ICCV_2019_paper.html)

[**Instance-Level Future Motion Estimation in a Single Image Based on Ordinal Regression**](https://openaccess.thecvf.com/content_ICCV_2019/html/Kim_Instance-Level_Future_Motion_Estimation_in_a_Single_Image_Based_on_ICCV_2019_paper.html)

[**Vision-Infused Deep Audio Inpainting**](https://openaccess.thecvf.com/content_ICCV_2019/html/Zhou_Vision-Infused_Deep_Audio_Inpainting_ICCV_2019_paper.html)

[**HAWQ: Hessian AWare Quantization of Neural Networks With Mixed-Precision**](https://openaccess.thecvf.com/content_ICCV_2019/html/Dong_HAWQ_Hessian_AWare_Quantization_of_Neural_Networks_With_Mixed-Precision_ICCV_2019_paper.html)

[**Evaluating Robustness of Deep Image Super-Resolution Against Adversarial Attacks**](https://openaccess.thecvf.com/content_ICCV_2019/html/Choi_Evaluating_Robustness_of_Deep_Image_Super-Resolution_Against_Adversarial_Attacks_ICCV_2019_paper.html)

[**Overcoming Catastrophic Forgetting With Unlabeled Data in the Wild**](https://openaccess.thecvf.com/content_ICCV_2019/html/Lee_Overcoming_Catastrophic_Forgetting_With_Unlabeled_Data_in_the_Wild_ICCV_2019_paper.html)

[**Symmetric Cross Entropy for Robust Learning With Noisy Labels**](https://openaccess.thecvf.com/content_ICCV_2019/html/Wang_Symmetric_Cross_Entropy_for_Robust_Learning_With_Noisy_Labels_ICCV_2019_paper.html)

[**Few-Shot Learning With Embedded Class Models and Shot-Free Meta Training**](https://openaccess.thecvf.com/content_ICCV_2019/html/Ravichandran_Few-Shot_Learning_With_Embedded_Class_Models_and_Shot-Free_Meta_Training_ICCV_2019_paper.html)

[**Dual Directed Capsule Network for Very Low Resolution Image Recognition**](https://openaccess.thecvf.com/content_ICCV_2019/html/Singh_Dual_Directed_Capsule_Network_for_Very_Low_Resolution_Image_Recognition_ICCV_2019_paper.html)

[**Recognizing Part Attributes With Insufficient Data**](https://openaccess.thecvf.com/content_ICCV_2019/html/Zhao_Recognizing_Part_Attributes_With_Insufficient_Data_ICCV_2019_paper.html)

[**USIP: Unsupervised Stable Interest Point Detection From 3D Point Clouds**](https://openaccess.thecvf.com/content_ICCV_2019/html/Li_USIP_Unsupervised_Stable_Interest_Point_Detection_From_3D_Point_Clouds_ICCV_2019_paper.html)

[**Mixed High-Order Attention Network for Person Re-Identification**](https://openaccess.thecvf.com/content_ICCV_2019/html/Chen_Mixed_High-Order_Attention_Network_for_Person_Re-Identification_ICCV_2019_paper.html)

[**Budget-Aware Adapters for Multi-Domain Learning**](https://openaccess.thecvf.com/content_ICCV_2019/html/Berriel_Budget-Aware_Adapters_for_Multi-Domain_Learning_ICCV_2019_paper.html)

[**Compact Trilinear Interaction for Visual Question Answering**](https://openaccess.thecvf.com/content_ICCV_2019/html/Do_Compact_Trilinear_Interaction_for_Visual_Question_Answering_ICCV_2019_paper.html)

[**Towards Latent Attribute Discovery From Triplet Similarities**](https://openaccess.thecvf.com/content_ICCV_2019/html/Nigam_Towards_Latent_Attribute_Discovery_From_Triplet_Similarities_ICCV_2019_paper.html)

[**GeoStyle: Discovering Fashion Trends and Events**](https://openaccess.thecvf.com/content_ICCV_2019/html/Mall_GeoStyle_Discovering_Fashion_Trends_and_Events_ICCV_2019_paper.html)

[**Towards Adversarially Robust Object Detection**](https://openaccess.thecvf.com/content_ICCV_2019/html/Zhang_Towards_Adversarially_Robust_Object_Detection_ICCV_2019_paper.html)

[**Automatic and Robust Skull Registration Based on Discrete Uniformization**](https://openaccess.thecvf.com/content_ICCV_2019/html/Zhao_Automatic_and_Robust_Skull_Registration_Based_on_Discrete_Uniformization_ICCV_2019_paper.html)

[**Few-Shot Image Recognition With Knowledge Transfer**](https://openaccess.thecvf.com/content_ICCV_2019/html/Peng_Few-Shot_Image_Recognition_With_Knowledge_Transfer_ICCV_2019_paper.html)

[**Fine-Grained Action Retrieval Through Multiple Parts-of-Speech Embeddings**](https://openaccess.thecvf.com/content_ICCV_2019/html/Wray_Fine-Grained_Action_Retrieval_Through_Multiple_Parts-of-Speech_Embeddings_ICCV_2019_paper.html)

[**Vehicle Re-Identification in Aerial Imagery: Dataset and Approach**](https://openaccess.thecvf.com/content_ICCV_2019/html/Wang_Vehicle_Re-Identification_in_Aerial_Imagery_Dataset_and_Approach_ICCV_2019_paper.html)

[**Bridging the Domain Gap for Ground-to-Aerial Image Matching**](https://openaccess.thecvf.com/content_ICCV_2019/html/Regmi_Bridging_the_Domain_Gap_for_Ground-to-Aerial_Image_Matching_ICCV_2019_paper.html)

[**A Robust Learning Approach to Domain Adaptive Object Detection**](https://openaccess.thecvf.com/content_ICCV_2019/html/Khodabandeh_A_Robust_Learning_Approach_to_Domain_Adaptive_Object_Detection_ICCV_2019_paper.html)

[**Graph-Based Object Classification for Neuromorphic Vision Sensing**](https://openaccess.thecvf.com/content_ICCV_2019/html/Bi_Graph-Based_Object_Classification_for_Neuromorphic_Vision_Sensing_ICCV_2019_paper.html)

[**Gaussian YOLOv3: An Accurate and Fast Object Detector Using Localization Uncertainty for Autonomous Driving**](https://openaccess.thecvf.com/content_ICCV_2019/html/Choi_Gaussian_YOLOv3_An_Accurate_and_Fast_Object_Detector_Using_Localization_ICCV_2019_paper.html)

[**Sharpen Focus: Learning With Attention Separability and Consistency**](https://openaccess.thecvf.com/content_ICCV_2019/html/Wang_Sharpen_Focus_Learning_With_Attention_Separability_and_Consistency_ICCV_2019_paper.html)

[**Learning Semantic-Specific Graph Representation for Multi-Label Image Recognition**](https://openaccess.thecvf.com/content_ICCV_2019/html/Chen_Learning_Semantic-Specific_Graph_Representation_for_Multi-Label_Image_Recognition_ICCV_2019_paper.html)

[**DeceptionNet: Network-Driven Domain Randomization**](https://openaccess.thecvf.com/content_ICCV_2019/html/Zakharov_DeceptionNet_Network-Driven_Domain_Randomization_ICCV_2019_paper.html)

[**Pose-Guided Feature Alignment for Occluded Person Re-Identification**](https://openaccess.thecvf.com/content_ICCV_2019/html/Miao_Pose-Guided_Feature_Alignment_for_Occluded_Person_Re-Identification_ICCV_2019_paper.html)

[**Robust Person Re-Identification by Modelling Feature Uncertainty**](https://openaccess.thecvf.com/content_ICCV_2019/html/Yu_Robust_Person_Re-Identification_by_Modelling_Feature_Uncertainty_ICCV_2019_paper.html)

[**Co-Segmentation Inspired Attention Networks for Video-Based Person Re-Identification**](https://openaccess.thecvf.com/content_ICCV_2019/html/Subramaniam_Co-Segmentation_Inspired_Attention_Networks_for_Video-Based_Person_Re-Identification_ICCV_2019_paper.html)

[**A Delay Metric for Video Object Detection: What Average Precision Fails to Tell**](https://openaccess.thecvf.com/content_ICCV_2019/html/Mao_A_Delay_Metric_for_Video_Object_Detection_What_Average_Precision_ICCV_2019_paper.html)

[**IL2M: Class Incremental Learning With Dual Memory**](https://openaccess.thecvf.com/content_ICCV_2019/html/Belouadah_IL2M_Class_Incremental_Learning_With_Dual_Memory_ICCV_2019_paper.html)

[**Asymmetric Non-Local Neural Networks for Semantic Segmentation**](https://openaccess.thecvf.com/content_ICCV_2019/html/Zhu_Asymmetric_Non-Local_Neural_Networks_for_Semantic_Segmentation_ICCV_2019_paper.html)

[**CCNet: Criss-Cross Attention for Semantic Segmentation**](https://openaccess.thecvf.com/content_ICCV_2019/html/Huang_CCNet_Criss-Cross_Attention_for_Semantic_Segmentation_ICCV_2019_paper.html)

[**Convex Shape Prior for Multi-Object Segmentation Using a Single Level Set Function**](https://openaccess.thecvf.com/content_ICCV_2019/html/Luo_Convex_Shape_Prior_for_Multi-Object_Segmentation_Using_a_Single_Level_ICCV_2019_paper.html)

[**Surface Networks via General Covers**](https://openaccess.thecvf.com/content_ICCV_2019/html/Haim_Surface_Networks_via_General_Covers_ICCV_2019_paper.html)

[**SSAP: Single-Shot Instance Segmentation With Affinity Pyramid**](https://openaccess.thecvf.com/content_ICCV_2019/html/Gao_SSAP_Single-Shot_Instance_Segmentation_With_Affinity_Pyramid_ICCV_2019_paper.html)

[**Learning Propagation for Arbitrarily-Structured Data**](https://openaccess.thecvf.com/content_ICCV_2019/html/Liu_Learning_Propagation_for_Arbitrarily-Structured_Data_ICCV_2019_paper.html)

[**MultiSeg: Semantically Meaningful, Scale-Diverse Segmentations From Minimal User Input**](https://openaccess.thecvf.com/content_ICCV_2019/html/Liew_MultiSeg_Semantically_Meaningful_Scale-Diverse_Segmentations_From_Minimal_User_Input_ICCV_2019_paper.html)

[**Robust Motion Segmentation From Pairwise Matches**](https://openaccess.thecvf.com/content_ICCV_2019/html/Arrigoni_Robust_Motion_Segmentation_From_Pairwise_Matches_ICCV_2019_paper.html)

[**InstaBoost: Boosting Instance Segmentation via Probability Map Guided Copy-Pasting**](https://openaccess.thecvf.com/content_ICCV_2019/html/Fang_InstaBoost_Boosting_Instance_Segmentation_via_Probability_Map_Guided_Copy-Pasting_ICCV_2019_paper.html)

[**Racial Faces in the Wild: Reducing Racial Bias by Information Maximization Adaptation Network**](https://openaccess.thecvf.com/content_ICCV_2019/html/Wang_Racial_Faces_in_the_Wild_Reducing_Racial_Bias_by_Information_ICCV_2019_paper.html)

[**Uncertainty Modeling of Contextual-Connections Between Tracklets for Unconstrained Video-Based Face Recognition**](https://openaccess.thecvf.com/content_ICCV_2019/html/Zheng_Uncertainty_Modeling_of_Contextual-Connections_Between_Tracklets_for_Unconstrained_Video-Based_Face_ICCV_2019_paper.html)

[**Spatio-Temporal Fusion Based Convolutional Sequence Learning for Lip Reading**](https://openaccess.thecvf.com/content_ICCV_2019/html/Zhang_Spatio-Temporal_Fusion_Based_Convolutional_Sequence_Learning_for_Lip_Reading_ICCV_2019_paper.html)

[**Occlusion-Aware Networks for 3D Human Pose Estimation in Video**](https://openaccess.thecvf.com/content_ICCV_2019/html/Cheng_Occlusion-Aware_Networks_for_3D_Human_Pose_Estimation_in_Video_ICCV_2019_paper.html)

[**Context-Aware Feature and Label Fusion for Facial Action Unit Intensity Estimation With Partially Labeled Data**](https://openaccess.thecvf.com/content_ICCV_2019/html/Zhang_Context-Aware_Feature_and_Label_Fusion_for_Facial_Action_Unit_Intensity_ICCV_2019_paper.html)

[**Distill Knowledge From NRSfM for Weakly Supervised 3D Pose Learning**](https://openaccess.thecvf.com/content_ICCV_2019/html/Wang_Distill_Knowledge_From_NRSfM_for_Weakly_Supervised_3D_Pose_Learning_ICCV_2019_paper.html)

[**MONET: Multiview Semi-Supervised Keypoint Detection via Epipolar Divergence**](https://openaccess.thecvf.com/content_ICCV_2019/html/Yao_MONET_Multiview_Semi-Supervised_Keypoint_Detection_via_Epipolar_Divergence_ICCV_2019_paper.html)T

[**Talking With Hands 16.2M: A Large-Scale Dataset of Synchronized Body-Finger Motion and Audio for Conversational Motion Analysis and Synthesis**](https://openaccess.thecvf.com/content_ICCV_2019/html/Lee_Talking_With_Hands_16.2M_A_Large-Scale_Dataset_of_Synchronized_Body-Finger_ICCV_2019_paper.html)

[**Occlusion Robust Face Recognition Based on Mask Learning With Pairwise Differential Siamese Network**](https://openaccess.thecvf.com/content_ICCV_2019/html/Song_Occlusion_Robust_Face_Recognition_Based_on_Mask_Learning_With_Pairwise_ICCV_2019_paper.html)

[**Teacher Supervises Students How to Learn From Partially Labeled Images for Facial Landmark Detection**](https://openaccess.thecvf.com/content_ICCV_2019/html/Dong_Teacher_Supervises_Students_How_to_Learn_From_Partially_Labeled_Images_ICCV_2019_paper.html)

[**A2J: Anchor-to-Joint Regression Network for 3D Articulated Pose Estimation From a Single Depth Image**](https://openaccess.thecvf.com/content_ICCV_2019/html/Xiong_A2J_Anchor-to-Joint_Regression_Network_for_3D_Articulated_Pose_Estimation_From_ICCV_2019_paper.html)

[**TexturePose: Supervising Human Mesh Estimation With Texture Consistency**](https://openaccess.thecvf.com/content_ICCV_2019/html/Pavlakos_TexturePose_Supervising_Human_Mesh_Estimation_With_Texture_Consistency_ICCV_2019_paper.html)

[**FreiHAND: A Dataset for Markerless Capture of Hand Pose and Shape From Single RGB Images**](https://openaccess.thecvf.com/content_ICCV_2019/html/Zimmermann_FreiHAND_A_Dataset_for_Markerless_Capture_of_Hand_Pose_and_ICCV_2019_paper.html)

[**Markerless Outdoor Human Motion Capture Using Multiple Autonomous Micro Aerial Vehicles**](https://openaccess.thecvf.com/content_ICCV_2019/html/Saini_Markerless_Outdoor_Human_Motion_Capture_Using_Multiple_Autonomous_Micro_Aerial_ICCV_2019_paper.html)

[**Toyota Smarthome: Real-World Activities of Daily Living**](https://openaccess.thecvf.com/content_ICCV_2019/html/Das_Toyota_Smarthome_Real-World_Activities_of_Daily_Living_ICCV_2019_paper.html)

[**Relation Parsing Neural Network for Human-Object Interaction Detection**](https://openaccess.thecvf.com/content_ICCV_2019/html/Zhou_Relation_Parsing_Neural_Network_for_Human-Object_Interaction_Detection_ICCV_2019_paper.html)

[**DistInit: Learning Video Representations Without a Single Labeled Video**](https://openaccess.thecvf.com/content_ICCV_2019/html/Girdhar_DistInit_Learning_Video_Representations_Without_a_Single_Labeled_Video_ICCV_2019_paper.html)

[**Zero-Shot Anticipation for Instructional Activities**](https://openaccess.thecvf.com/content_ICCV_2019/html/Sener_Zero-Shot_Anticipation_for_Instructional_Activities_ICCV_2019_paper.html)

[**Making the Invisible Visible: Action Recognition Through Walls and Occlusions**](https://openaccess.thecvf.com/content_ICCV_2019/html/Li_Making_the_Invisible_Visible_Action_Recognition_Through_Walls_and_Occlusions_ICCV_2019_paper.html)

[**Recursive Visual Sound Separation Using Minus-Plus Net**](https://openaccess.thecvf.com/content_ICCV_2019/html/Xu_Recursive_Visual_Sound_Separation_Using_Minus-Plus_Net_ICCV_2019_paper.html)

[**Unsupervised Video Interpolation Using Cycle Consistency**](https://openaccess.thecvf.com/content_ICCV_2019/html/Reda_Unsupervised_Video_Interpolation_Using_Cycle_Consistency_ICCV_2019_paper.html)

[**Deformable Surface Tracking by Graph Matching**](https://openaccess.thecvf.com/content_ICCV_2019/html/Wang_Deformable_Surface_Tracking_by_Graph_Matching_ICCV_2019_paper.html)

[**Deep Meta Learning for Real-Time Target-Aware Visual Tracking**](https://openaccess.thecvf.com/content_ICCV_2019/html/Choi_Deep_Meta_Learning_for_Real-Time_Target-Aware_Visual_Tracking_ICCV_2019_paper.html)

[**Looking to Relations for Future Trajectory Forecast**](https://openaccess.thecvf.com/content_ICCV_2019/html/Choi_Looking_to_Relations_for_Future_Trajectory_Forecast_ICCV_2019_paper.html)

[**Anchor Diffusion for Unsupervised Video Object Segmentation**](https://openaccess.thecvf.com/content_ICCV_2019/html/Yang_Anchor_Diffusion_for_Unsupervised_Video_Object_Segmentation_ICCV_2019_paper.html)

[**Tracking Without Bells and Whistles**](https://openaccess.thecvf.com/content_ICCV_2019/html/Bergmann_Tracking_Without_Bells_and_Whistles_ICCV_2019_paper.html)

[**Perspective-Guided Convolution Networks for Crowd Counting**](https://openaccess.thecvf.com/content_ICCV_2019/html/Yan_Perspective-Guided_Convolution_Networks_for_Crowd_Counting_ICCV_2019_paper.html)

[**End-to-End Wireframe Parsing**](https://openaccess.thecvf.com/content_ICCV_2019/html/Zhou_End-to-End_Wireframe_Parsing_ICCV_2019_paper.html)

[**Incremental Class Discovery for Semantic Segmentation With RGBD Sensing**](https://openaccess.thecvf.com/content_ICCV_2019/html/Nakajima_Incremental_Class_Discovery_for_Semantic_Segmentation_With_RGBD_Sensing_ICCV_2019_paper.html)

[**SSF-DAN: Separated Semantic Feature Based Domain Adaptation Network for Semantic Segmentation**](https://openaccess.thecvf.com/content_ICCV_2019/html/Du_SSF-DAN_Separated_Semantic_Feature_Based_Domain_Adaptation_Network_for_Semantic_ICCV_2019_paper.html)

[**SpaceNet MVOI: A Multi-View Overhead Imagery Dataset**](https://openaccess.thecvf.com/content_ICCV_2019/html/Weir_SpaceNet_MVOI_A_Multi-View_Overhead_Imagery_Dataset_ICCV_2019_paper.html)

[**Multi-Level Bottom-Top and Top-Bottom Feature Fusion for Crowd Counting**](https://openaccess.thecvf.com/content_ICCV_2019/html/Sindagi_Multi-Level_Bottom-Top_and_Top-Bottom_Feature_Fusion_for_Crowd_Counting_ICCV_2019_paper.html)

[**Learning Lightweight Lane Detection CNNs by Self Attention Distillation**](https://openaccess.thecvf.com/content_ICCV_2019/html/Hou_Learning_Lightweight_Lane_Detection_CNNs_by_Self_Attention_Distillation_ICCV_2019_paper.html)

[**SplitNet: Sim2Sim and Task2Task Transfer for Embodied Visual Navigation**](https://openaccess.thecvf.com/content_ICCV_2019/html/Gordon_SplitNet_Sim2Sim_and_Task2Task_Transfer_for_Embodied_Visual_Navigation_ICCV_2019_paper.html)

[**Cascaded Parallel Filtering for Memory-Efficient Image-Based Localization**](https://openaccess.thecvf.com/content_ICCV_2019/html/Cheng_Cascaded_Parallel_Filtering_for_Memory-Efficient_Image-Based_Localization_ICCV_2019_paper.html)

[**Pixel2Mesh++: Multi-View 3D Mesh Generation via Deformation**](https://openaccess.thecvf.com/content_ICCV_2019/html/Wen_Pixel2Mesh_Multi-View_3D_Mesh_Generation_via_Deformation_ICCV_2019_paper.html)

[**A Differential Volumetric Approach to Multi-View Photometric Stereo**](https://openaccess.thecvf.com/content_ICCV_2019/html/Logothetis_A_Differential_Volumetric_Approach_to_Multi-View_Photometric_Stereo_ICCV_2019_paper.html)

[**Revisiting Radial Distortion Absolute Pose**](https://openaccess.thecvf.com/content_ICCV_2019/html/Larsson_Revisiting_Radial_Distortion_Absolute_Pose_ICCV_2019_paper.html)

[**Estimating the Fundamental Matrix Without Point Correspondences With Application to Transmission Imaging**](https://openaccess.thecvf.com/content_ICCV_2019/html/Wurfl_Estimating_the_Fundamental_Matrix_Without_Point_Correspondences_With_Application_to_ICCV_2019_paper.html)
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[**DenseRaC: Joint 3D Pose and Shape Estimation by Dense Render-and-Compare**](https://openaccess.thecvf.com/content_ICCV_2019/html/Xu_DenseRaC_Joint_3D_Pose_and_Shape_Estimation_by_Dense_Render-and-Compare_ICCV_2019_paper.html)

[**Not All Parts Are Created Equal: 3D Pose Estimation by Modeling Bi-Directional Dependencies of Body Parts**](https://openaccess.thecvf.com/content_ICCV_2019/html/Wang_Not_All_Parts_Are_Created_Equal_3D_Pose_Estimation_by_ICCV_2019_paper.html)
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[**View Independent Generative Adversarial Network for Novel View Synthesis**](https://openaccess.thecvf.com/content_ICCV_2019/html/Xu_View_Independent_Generative_Adversarial_Network_for_Novel_View_Synthesis_ICCV_2019_paper.html)

[**Cascaded Context Pyramid for Full-Resolution 3D Semantic Scene Completion**](https://openaccess.thecvf.com/content_ICCV_2019/html/Zhang_Cascaded_Context_Pyramid_for_Full-Resolution_3D_Semantic_Scene_Completion_ICCV_2019_paper.html)

[**View-Consistent 4D Light Field Superpixel Segmentation**](https://openaccess.thecvf.com/content_ICCV_2019/html/Khan_View-Consistent_4D_Light_Field_Superpixel_Segmentation_ICCV_2019_paper.html)

[**GLoSH: Global-Local Spherical Harmonics for Intrinsic Image Decomposition**](https://openaccess.thecvf.com/content_ICCV_2019/html/Zhou_GLoSH_Global-Local_Spherical_Harmonics_for_Intrinsic_Image_Decomposition_ICCV_2019_paper.html)
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[**Restoration of Non-Rigidly Distorted Underwater Images Using a Combination of Compressive Sensing and Local Polynomial Image Representations**](https://openaccess.thecvf.com/content_ICCV_2019/html/James_Restoration_of_Non-Rigidly_Distorted_Underwater_Images_Using_a_Combination_of_ICCV_2019_paper.html)

[**Learning Perspective Undistortion of Portraits**](https://openaccess.thecvf.com/content_ICCV_2019/html/Zhao_Learning_Perspective_Undistortion_of_Portraits_ICCV_2019_paper.html)

[**Towards Photorealistic Reconstruction of Highly Multiplexed Lensless Images**](https://openaccess.thecvf.com/content_ICCV_2019/html/Khan_Towards_Photorealistic_Reconstruction_of_Highly_Multiplexed_Lensless_Images_ICCV_2019_paper.html)

[**Unconstrained Motion Deblurring for Dual-Lens Cameras**](https://openaccess.thecvf.com/content_ICCV_2019/html/Mohan_Unconstrained_Motion_Deblurring_for_Dual-Lens_Cameras_ICCV_2019_paper.html)

[**Stochastic Exposure Coding for Handling Multi-ToF-Camera Interference**](https://openaccess.thecvf.com/content_ICCV_2019/html/Lee_Stochastic_Exposure_Coding_for_Handling_Multi-ToF-Camera_Interference_ICCV_2019_paper.html)

[**Convolutional Approximations to the General Non-Line-of-Sight Imaging Operator**](https://openaccess.thecvf.com/content_ICCV_2019/html/Ahn_Convolutional_Approximations_to_the_General_Non-Line-of-Sight_Imaging_Operator_ICCV_2019_paper.html)

[**Agile Depth Sensing Using Triangulation Light Curtains**](https://openaccess.thecvf.com/content_ICCV_2019/html/Bartels_Agile_Depth_Sensing_Using_Triangulation_Light_Curtains_ICCV_2019_paper.html)

[**Asynchronous Single-Photon 3D Imaging**](https://openaccess.thecvf.com/content_ICCV_2019/html/Gupta_Asynchronous_Single-Photon_3D_Imaging_ICCV_2019_paper.html)

[**Cross-Dataset Person Re-Identification via Unsupervised Pose Disentanglement and Adaptation**](https://openaccess.thecvf.com/content_ICCV_2019/html/Li_Cross-Dataset_Person_Re-Identification_via_Unsupervised_Pose_Disentanglement_and_Adaptation_ICCV_2019_paper.html)

[**A Learned Representation for Scalable Vector Graphics**](https://openaccess.thecvf.com/content_ICCV_2019/html/Lopes_A_Learned_Representation_for_Scalable_Vector_Graphics_ICCV_2019_paper.html)

[**ELF: Embedded Localisation of Features in Pre-Trained CNN**](https://openaccess.thecvf.com/content_ICCV_2019/html/Benbihi_ELF_Embedded_Localisation_of_Features_in_Pre-Trained_CNN_ICCV_2019_paper.html)

[**Joint Group Feature Selection and Discriminative Filter Learning for Robust Visual Object Tracking**](https://openaccess.thecvf.com/content_ICCV_2019/html/Xu_Joint_Group_Feature_Selection_and_Discriminative_Filter_Learning_for_Robust_ICCV_2019_paper.html)

[**Sampling Wisely: Deep Image Embedding by Top-K Precision Optimization**](https://openaccess.thecvf.com/content_ICCV_2019/html/Lu_Sampling_Wisely_Deep_Image_Embedding_by_Top-K_Precision_Optimization_ICCV_2019_paper.html)

[**On the Global Optima of Kernelized Adversarial Representation Learning**](https://openaccess.thecvf.com/content_ICCV_2019/html/Sadeghi_On_the_Global_Optima_of_Kernelized_Adversarial_Representation_Learning_ICCV_2019_paper.html)

[**Addressing Model Vulnerability to Distributional Shifts Over Image Transformation Sets**](https://openaccess.thecvf.com/content_ICCV_2019/html/Volpi_Addressing_Model_Vulnerability_to_Distributional_Shifts_Over_Image_Transformation_Sets_ICCV_2019_paper.html)

[**Attract or Distract: Exploit the Margin of Open Set**](https://openaccess.thecvf.com/content_ICCV_2019/html/Feng_Attract_or_Distract_Exploit_the_Margin_of_Open_Set_ICCV_2019_paper.html)

[**MIC: Mining Interclass Characteristics for Improved Metric Learning**](https://openaccess.thecvf.com/content_ICCV_2019/html/Roth_MIC_Mining_Interclass_Characteristics_for_Improved_Metric_Learning_ICCV_2019_paper.html)

[**Self-Supervised Representation Learning via Neighborhood-Relational Encoding**](https://openaccess.thecvf.com/content_ICCV_2019/html/Sabokrou_Self-Supervised_Representation_Learning_via_Neighborhood-Relational_Encoding_ICCV_2019_paper.html)

[**AWSD: Adaptive Weighted Spatiotemporal Distillation for Video Representation**](https://openaccess.thecvf.com/content_ICCV_2019/html/Tavakolian_AWSD_Adaptive_Weighted_Spatiotemporal_Distillation_for_Video_Representation_ICCV_2019_paper.html)

[**Bilinear Attention Networks for Person Retrieval**](https://openaccess.thecvf.com/content_ICCV_2019/html/Fang_Bilinear_Attention_Networks_for_Person_Retrieval_ICCV_2019_paper.html)

[**Discriminative Feature Learning With Consistent Attention Regularization for Person Re-Identification**](https://openaccess.thecvf.com/content_ICCV_2019/html/Zhou_Discriminative_Feature_Learning_With_Consistent_Attention_Regularization_for_Person_Re-Identification_ICCV_2019_paper.html)

[**Semi-Supervised Domain Adaptation via Minimax Entropy**](https://openaccess.thecvf.com/content_ICCV_2019/html/Saito_Semi-Supervised_Domain_Adaptation_via_Minimax_Entropy_ICCV_2019_paper.html)

[**Boosting Few-Shot Visual Learning With Self-Supervision**](https://openaccess.thecvf.com/content_ICCV_2019/html/Gidaris_Boosting_Few-Shot_Visual_Learning_With_Self-Supervision_ICCV_2019_paper.html)

[**FDA: Feature Disruptive Attack**](https://openaccess.thecvf.com/content_ICCV_2019/html/Ganeshan_FDA_Feature_Disruptive_Attack_ICCV_2019_paper.html)

[**A Novel Unsupervised Camera-Aware Domain Adaptation Framework for Person Re-Identification**](https://openaccess.thecvf.com/content_ICCV_2019/html/Qi_A_Novel_Unsupervised_Camera-Aware_Domain_Adaptation_Framework_for_Person_Re-Identification_ICCV_2019_paper.html)

[**Cross-View Policy Learning for Street Navigation**](https://openaccess.thecvf.com/content_ICCV_2019/html/Li_Cross-View_Policy_Learning_for_Street_Navigation_ICCV_2019_paper.html)

[**Learning Across Tasks and Domains**](https://openaccess.thecvf.com/content_ICCV_2019/html/Ramirez_Learning_Across_Tasks_and_Domains_ICCV_2019_paper.html)

[**EMPNet: Neural Localisation and Mapping Using Embedded Memory Points**](https://openaccess.thecvf.com/content_ICCV_2019/html/Avraham_EMPNet_Neural_Localisation_and_Mapping_Using_Embedded_Memory_Points_ICCV_2019_paper.html)

[**AVT: Unsupervised Learning of Transformation Equivariant Representations by Autoencoding Variational Transformations**](https://openaccess.thecvf.com/content_ICCV_2019/html/Qi_AVT_Unsupervised_Learning_of_Transformation_Equivariant_Representations_by_Autoencoding_Variational_ICCV_2019_paper.html)

[**Composite Shape Modeling via Latent Space Factorization**](https://openaccess.thecvf.com/content_ICCV_2019/html/Dubrovina_Composite_Shape_Modeling_via_Latent_Space_Factorization_ICCV_2019_paper.html)

[**Deep Comprehensive Correlation Mining for Image Clustering**](https://openaccess.thecvf.com/content_ICCV_2019/html/Wu_Deep_Comprehensive_Correlation_Mining_for_Image_Clustering_ICCV_2019_paper.html)

[**Unsupervised Multi-Task Feature Learning on Point Clouds**](https://openaccess.thecvf.com/content_ICCV_2019/html/Hassani_Unsupervised_Multi-Task_Feature_Learning_on_Point_Clouds_ICCV_2019_paper.html)

[**Reciprocal Multi-Layer Subspace Learning for Multi-View Clustering**](https://openaccess.thecvf.com/content_ICCV_2019/html/Li_Reciprocal_Multi-Layer_Subspace_Learning_for_Multi-View_Clustering_ICCV_2019_paper.html)

[**Geometric Disentanglement for Generative Latent Shape Models**](https://openaccess.thecvf.com/content_ICCV_2019/html/Aumentado-Armstrong_Geometric_Disentanglement_for_Generative_Latent_Shape_Models_ICCV_2019_paper.html)

[**GAN-Tree: An Incrementally Learned Hierarchical Generative Framework for Multi-Modal Data Distributions**](https://openaccess.thecvf.com/content_ICCV_2019/html/Kundu_GAN-Tree_An_Incrementally_Learned_Hierarchical_Generative_Framework_for_Multi-Modal_Data_ICCV_2019_paper.html)

[**GODS: Generalized One-Class Discriminative Subspaces for Anomaly Detection**](https://openaccess.thecvf.com/content_ICCV_2019/html/Wang_GODS_Generalized_One-Class_Discriminative_Subspaces_for_Anomaly_Detection_ICCV_2019_paper.html)

[**Neighborhood Preserving Hashing for Scalable Video Retrieval**](https://openaccess.thecvf.com/content_ICCV_2019/html/Li_Neighborhood_Preserving_Hashing_for_Scalable_Video_Retrieval_ICCV_2019_paper.html)

[**Self-Training With Progressive Augmentation for Unsupervised Cross-Domain Person Re-Identification**](https://openaccess.thecvf.com/content_ICCV_2019/html/Zhang_Self-Training_With_Progressive_Augmentation_for_Unsupervised_Cross-Domain_Person_Re-Identification_ICCV_2019_paper.html)

[**SCRDet: Towards More Robust Detection for Small, Cluttered and Rotated Objects**](https://openaccess.thecvf.com/content_ICCV_2019/html/Yang_SCRDet_Towards_More_Robust_Detection_for_Small_Cluttered_and_Rotated_ICCV_2019_paper.html)

[**Cross-X Learning for Fine-Grained Visual Categorization**](https://openaccess.thecvf.com/content_ICCV_2019/html/Luo_Cross-X_Learning_for_Fine-Grained_Visual_Categorization_ICCV_2019_paper.html)

[**Maximum-Margin Hamming Hashing**](https://openaccess.thecvf.com/content_ICCV_2019/html/Kang_Maximum-Margin_Hamming_Hashing_ICCV_2019_paper.html)

[**Conservative Wasserstein Training for Pose Estimation**](https://openaccess.thecvf.com/content_ICCV_2019/html/Liu_Conservative_Wasserstein_Training_for_Pose_Estimation_ICCV_2019_paper.html)

[**Learning to Rank Proposals for Object Detection**](https://openaccess.thecvf.com/content_ICCV_2019/html/Tan_Learning_to_Rank_Proposals_for_Object_Detection_ICCV_2019_paper.html)

[**Vehicle Re-Identification With Viewpoint-Aware Metric Learning**](https://openaccess.thecvf.com/content_ICCV_2019/html/Chu_Vehicle_Re-Identification_With_Viewpoint-Aware_Metric_Learning_ICCV_2019_paper.html)

[**WSOD2: Learning Bottom-Up and Top-Down Objectness Distillation for Weakly-Supervised Object Detection**](https://openaccess.thecvf.com/content_ICCV_2019/html/Zeng_WSOD2_Learning_Bottom-Up_and_Top-Down_Objectness_Distillation_for_Weakly-Supervised_Object_ICCV_2019_paper.html)

[**Localization of Deep Inpainting Using High-Pass Fully Convolutional Network**](https://openaccess.thecvf.com/content_ICCV_2019/html/Li_Localization_of_Deep_Inpainting_Using_High-Pass_Fully_Convolutional_Network_ICCV_2019_paper.html)

[**Clustered Object Detection in Aerial Images**](https://openaccess.thecvf.com/content_ICCV_2019/html/Yang_Clustered_Object_Detection_in_Aerial_Images_ICCV_2019_paper.html)

[**Unsupervised Graph Association for Person Re-Identification**](https://openaccess.thecvf.com/content_ICCV_2019/html/Wu_Unsupervised_Graph_Association_for_Person_Re-Identification_ICCV_2019_paper.html)

[**Learning a Mixture of Granularity-Specific Experts for Fine-Grained Categorization**](https://openaccess.thecvf.com/content_ICCV_2019/html/Zhang_Learning_a_Mixture_of_Granularity-Specific_Experts_for_Fine-Grained_Categorization_ICCV_2019_paper.html)

[**advPattern: Physical-World Attacks on Deep Person Re-Identification via Adversarially Transformable Patterns**](https://openaccess.thecvf.com/content_ICCV_2019/html/Wang_advPattern_Physical-World_Attacks_on_Deep_Person_Re-Identification_via_Adversarially_Transformable_ICCV_2019_paper.html)

[**ABD-Net: Attentive but Diverse Person Re-Identification**](https://openaccess.thecvf.com/content_ICCV_2019/html/Chen_ABD-Net_Attentive_but_Diverse_Person_Re-Identification_ICCV_2019_paper.html)

[**From Open Set to Closed Set: Counting Objects by Spatial Divide-and-Conquer**](https://openaccess.thecvf.com/content_ICCV_2019/html/Xiong_From_Open_Set_to_Closed_Set_Counting_Objects_by_Spatial_ICCV_2019_paper.html)

[**Towards Precise End-to-End Weakly Supervised Object Detection Network**](https://openaccess.thecvf.com/content_ICCV_2019/html/Yang_Towards_Precise_End-to-End_Weakly_Supervised_Object_Detection_Network_ICCV_2019_paper.html)

[**Learn to Scale: Generating Multipolar Normalized Density Maps for Crowd Counting**](https://openaccess.thecvf.com/content_ICCV_2019/html/Xu_Learn_to_Scale_Generating_Multipolar_Normalized_Density_Maps_for_Crowd_ICCV_2019_paper.html)

[**Ground-to-Aerial Image Geo-Localization With a Hard Exemplar Reweighting Triplet Loss**](https://openaccess.thecvf.com/content_ICCV_2019/html/Cai_Ground-to-Aerial_Image_Geo-Localization_With_a_Hard_Exemplar_Reweighting_Triplet_Loss_ICCV_2019_paper.html)

[**Learning to Discover Novel Visual Categories via Deep Transfer Clustering**](https://openaccess.thecvf.com/content_ICCV_2019/html/Han_Learning_to_Discover_Novel_Visual_Categories_via_Deep_Transfer_Clustering_ICCV_2019_paper.html)

[**AM-LFS: AutoML for Loss Function Search**](https://openaccess.thecvf.com/content_ICCV_2019/html/Li_AM-LFS_AutoML_for_Loss_Function_Search_ICCV_2019_paper.html)

[**Few-Shot Object Detection via Feature Reweighting**](https://openaccess.thecvf.com/content_ICCV_2019/html/Kang_Few-Shot_Object_Detection_via_Feature_Reweighting_ICCV_2019_paper.html)

[**Objects365: A Large-Scale, High-Quality Dataset for Object Detection**](https://openaccess.thecvf.com/content_ICCV_2019/html/Shao_Objects365_A_Large-Scale_High-Quality_Dataset_for_Object_Detection_ICCV_2019_paper.html)

[**Efficient and Accurate Arbitrary-Shaped Text Detection With Pixel Aggregation Network**](https://openaccess.thecvf.com/content_ICCV_2019/html/Wang_Efficient_and_Accurate_Arbitrary-Shaped_Text_Detection_With_Pixel_Aggregation_Network_ICCV_2019_paper.html)
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[**Bayesian Adaptive Superpixel Segmentation**](https://openaccess.thecvf.com/content_ICCV_2019/html/Uziel_Bayesian_Adaptive_Superpixel_Segmentation_ICCV_2019_paper.html)

[**CapsuleVOS: Semi-Supervised Video Object Segmentation Using Capsule Routing**](https://openaccess.thecvf.com/content_ICCV_2019/html/Duarte_CapsuleVOS_Semi-Supervised_Video_Object_Segmentation_Using_Capsule_Routing_ICCV_2019_paper.html)

[**BAE-NET: Branched Autoencoder for Shape Co-Segmentation**](https://openaccess.thecvf.com/content_ICCV_2019/html/Chen_BAE-NET_Branched_Autoencoder_for_Shape_Co-Segmentation_ICCV_2019_paper.html)

[**VV-Net: Voxel VAE Net With Group Convolutions for Point Cloud Segmentation**](https://openaccess.thecvf.com/content_ICCV_2019/html/Meng_VV-Net_Voxel_VAE_Net_With_Group_Convolutions_for_Point_Cloud_ICCV_2019_paper.html)
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[**ForkNet: Multi-Branch Volumetric Semantic Completion From a Single Depth Image**](https://openaccess.thecvf.com/content_ICCV_2019/html/Wang_ForkNet_Multi-Branch_Volumetric_Semantic_Completion_From_a_Single_Depth_Image_ICCV_2019_paper.html)

[**Moving Indoor: Unsupervised Video Depth Learning in Challenging Environments**](https://openaccess.thecvf.com/content_ICCV_2019/html/Zhou_Moving_Indoor_Unsupervised_Video_Depth_Learning_in_Challenging_Environments_ICCV_2019_paper.html)

[**GraphX-Convolution for Point Cloud Deformation in 2D-to-3D Conversion**](https://openaccess.thecvf.com/content_ICCV_2019/html/Nguyen_GraphX-Convolution_for_Point_Cloud_Deformation_in_2D-to-3D_Conversion_ICCV_2019_paper.html)

[**Holistic++ Scene Understanding: Single-View 3D Holistic Scene Parsing and Human Pose Estimation With Human-Object Interaction and Physical Commonsense**](https://openaccess.thecvf.com/content_ICCV_2019/html/Chen_Holistic_Scene_Understanding_Single-View_3D_Holistic_Scene_Parsing_and_Human_ICCV_2019_paper.html)

[**MMAct: A Large-Scale Dataset for Cross Modal Human Action Understanding**](https://openaccess.thecvf.com/content_ICCV_2019/html/Kong_MMAct_A_Large-Scale_Dataset_for_Cross_Modal_Human_Action_Understanding_ICCV_2019_paper.html)

[**HACS: Human Action Clips and Segments Dataset for Recognition and Temporal Localization**](https://openaccess.thecvf.com/content_ICCV_2019/html/Zhao_HACS_Human_Action_Clips_and_Segments_Dataset_for_Recognition_and_ICCV_2019_paper.html)

[**3C-Net: Category Count and Center Loss for Weakly-Supervised Action Localization**](https://openaccess.thecvf.com/content_ICCV_2019/html/Narayan_3C-Net_Category_Count_and_Center_Loss_for_Weakly-Supervised_Action_Localization_ICCV_2019_paper.html)

[**Grounded Human-Object Interaction Hotspots From Video**](https://openaccess.thecvf.com/content_ICCV_2019/html/Nagarajan_Grounded_Human-Object_Interaction_Hotspots_From_Video_ICCV_2019_paper.html)

[**Hallucinating IDT Descriptors and I3D Optical Flow Features for Action Recognition With CNNs**](https://openaccess.thecvf.com/content_ICCV_2019/html/Wang_Hallucinating_IDT_Descriptors_and_I3D_Optical_Flow_Features_for_Action_ICCV_2019_paper.html)

[**Learning to Paint With Model-Based Deep Reinforcement Learning**](https://openaccess.thecvf.com/content_ICCV_2019/html/Huang_Learning_to_Paint_With_Model-Based_Deep_Reinforcement_Learning_ICCV_2019_paper.html)

[**Neural Re-Simulation for Generating Bounces in Single Images**](https://openaccess.thecvf.com/content_ICCV_2019/html/Innamorati_Neural_Re-Simulation_for_Generating_Bounces_in_Single_Images_ICCV_2019_paper.html)

[**Deep Appearance Maps**](https://openaccess.thecvf.com/content_ICCV_2019/html/Maximov_Deep_Appearance_Maps_ICCV_2019_paper.html)

[**GarNet: A Two-Stream Network for Fast and Accurate 3D Cloth Draping**](https://openaccess.thecvf.com/content_ICCV_2019/html/Gundogdu_GarNet_A_Two-Stream_Network_for_Fast_and_Accurate_3D_Cloth_ICCV_2019_paper.html)

[**Joint Embedding of 3D Scan and CAD Objects**](https://openaccess.thecvf.com/content_ICCV_2019/html/Dahnert_Joint_Embedding_of_3D_Scan_and_CAD_Objects_ICCV_2019_paper.html)

[**CompoNet: Learning to Generate the Unseen by Part Synthesis and Composition**](https://openaccess.thecvf.com/content_ICCV_2019/html/Schor_CompoNet_Learning_to_Generate_the_Unseen_by_Part_Synthesis_and_ICCV_2019_paper.html)

[**DDSL: Deep Differentiable Simplex Layer for Learning Geometric Signals**](https://openaccess.thecvf.com/content_ICCV_2019/html/Jiang_DDSL_Deep_Differentiable_Simplex_Layer_for_Learning_Geometric_Signals_ICCV_2019_paper.html)

[**EGNet: Edge Guidance Network for Salient Object Detection**](https://openaccess.thecvf.com/content_ICCV_2019/html/Zhao_EGNet_Edge_Guidance_Network_for_Salient_Object_Detection_ICCV_2019_paper.html)

[**SID4VAM: A Benchmark Dataset With Synthetic Images for Visual Attention Modeling**](https://openaccess.thecvf.com/content_ICCV_2019/html/Berga_SID4VAM_A_Benchmark_Dataset_With_Synthetic_Images_for_Visual_Attention_ICCV_2019_paper.html)

[**Two-Stream Action Recognition-Oriented Video Super-Resolution**](https://openaccess.thecvf.com/content_ICCV_2019/html/Zhang_Two-Stream_Action_Recognition-Oriented_Video_Super-Resolution_ICCV_2019_paper.html)

[**Where Is My Mirror?**](https://openaccess.thecvf.com/content_ICCV_2019/html/Yang_Where_Is_My_Mirror_ICCV_2019_paper.html)

[**Disentangled Image Matting**](https://openaccess.thecvf.com/content_ICCV_2019/html/Cai_Disentangled_Image_Matting_ICCV_2019_paper.html)

[**Guided Super-Resolution As Pixel-to-Pixel Transformation**](https://openaccess.thecvf.com/content_ICCV_2019/html/de_Lutio_Guided_Super-Resolution_As_Pixel-to-Pixel_Transformation_ICCV_2019_paper.html)

[**Deep Learning for Light Field Saliency Detection**](https://openaccess.thecvf.com/content_ICCV_2019/html/Wang_Deep_Learning_for_Light_Field_Saliency_Detection_ICCV_2019_paper.html)

[**Optimizing the F-Measure for Threshold-Free Salient Object Detection**](https://openaccess.thecvf.com/content_ICCV_2019/html/Zhao_Optimizing_the_F-Measure_for_Threshold-Free_Salient_Object_Detection_ICCV_2019_paper.html)

[**Image Inpainting With Learnable Bidirectional Attention Maps**](https://openaccess.thecvf.com/content_ICCV_2019/html/Xie_Image_Inpainting_With_Learnable_Bidirectional_Attention_Maps_ICCV_2019_paper.html)

[**Joint Demosaicking and Denoising by Fine-Tuning of Bursts of Raw Images**](https://openaccess.thecvf.com/content_ICCV_2019/html/Ehret_Joint_Demosaicking_and_Denoising_by_Fine-Tuning_of_Bursts_of_Raw_ICCV_2019_paper.html)

[**DeblurGAN-v2: Deblurring (Orders-of-Magnitude) Faster and Better**](https://openaccess.thecvf.com/content_ICCV_2019/html/Kupyn_DeblurGAN-v2_Deblurring_Orders-of-Magnitude_Faster_and_Better_ICCV_2019_paper.html)

[**Reflective Decoding Network for Image Captioning**](https://openaccess.thecvf.com/content_ICCV_2019/html/Ke_Reflective_Decoding_Network_for_Image_Captioning_ICCV_2019_paper.html)

[**Joint Optimization for Cooperative Image Captioning**](https://openaccess.thecvf.com/content_ICCV_2019/html/Vered_Joint_Optimization_for_Cooperative_Image_Captioning_ICCV_2019_paper.html)

[**Watch, Listen and Tell: Multi-Modal Weakly Supervised Dense Event Captioning**](https://openaccess.thecvf.com/content_ICCV_2019/html/Rahman_Watch_Listen_and_Tell_Multi-Modal_Weakly_Supervised_Dense_Event_Captioning_ICCV_2019_paper.html)

[**Joint Syntax Representation Learning and Visual Cue Translation for Video Captioning**](https://openaccess.thecvf.com/content_ICCV_2019/html/Hou_Joint_Syntax_Representation_Learning_and_Visual_Cue_Translation_for_Video_ICCV_2019_paper.html)

[**Entangled Transformer for Image Captioning**](https://openaccess.thecvf.com/content_ICCV_2019/html/Li_Entangled_Transformer_for_Image_Captioning_ICCV_2019_paper.html)

[**Shapeglot: Learning Language for Shape Differentiation**](https://openaccess.thecvf.com/content_ICCV_2019/html/Achlioptas_Shapeglot_Learning_Language_for_Shape_Differentiation_ICCV_2019_paper.html)

[**nocaps: novel object captioning at scale**](https://openaccess.thecvf.com/content_ICCV_2019/html/Agrawal_nocaps_novel_object_captioning_at_scale_ICCV_2019_paper.html)

[**Fully Convolutional Geometric Features**](https://openaccess.thecvf.com/content_ICCV_2019/html/Choy_Fully_Convolutional_Geometric_Features_ICCV_2019_paper.html)

[**Learning Local RGB-to-CAD Correspondences for Object Pose Estimation**](https://openaccess.thecvf.com/content_ICCV_2019/html/Georgakis_Learning_Local_RGB-to-CAD_Correspondences_for_Object_Pose_Estimation_ICCV_2019_paper.html)

[**Depth From Videos in the Wild: Unsupervised Monocular Depth Learning From Unknown Cameras**](https://openaccess.thecvf.com/content_ICCV_2019/html/Gordon_Depth_From_Videos_in_the_Wild_Unsupervised_Monocular_Depth_Learning_ICCV_2019_paper.html)

[**OmniMVS: End-to-End Learning for Omnidirectional Stereo Matching**](https://openaccess.thecvf.com/content_ICCV_2019/html/Won_OmniMVS_End-to-End_Learning_for_Omnidirectional_Stereo_Matching_ICCV_2019_paper.html)

[**On the Over-Smoothing Problem of CNN Based Disparity Estimation**](https://openaccess.thecvf.com/content_ICCV_2019/html/Chen_On_the_Over-Smoothing_Problem_of_CNN_Based_Disparity_Estimation_ICCV_2019_paper.html)

[**Disentangling Propagation and Generation for Video Prediction**](https://openaccess.thecvf.com/content_ICCV_2019/html/Gao_Disentangling_Propagation_and_Generation_for_Video_Prediction_ICCV_2019_paper.html)

[**Guided Image-to-Image Translation With Bi-Directional Feature Transformation**](https://openaccess.thecvf.com/content_ICCV_2019/html/AlBahar_Guided_Image-to-Image_Translation_With_Bi-Directional_Feature_Transformation_ICCV_2019_paper.html)

[**Towards Multi-Pose Guided Virtual Try-On Network**](https://openaccess.thecvf.com/content_ICCV_2019/html/Dong_Towards_Multi-Pose_Guided_Virtual_Try-On_Network_ICCV_2019_paper.html)

[**Photorealistic Style Transfer via Wavelet Transforms**](https://openaccess.thecvf.com/content_ICCV_2019/html/Yoo_Photorealistic_Style_Transfer_via_Wavelet_Transforms_ICCV_2019_paper.html)

[**Personalized Fashion Design**](https://openaccess.thecvf.com/content_ICCV_2019/html/Yu_Personalized_Fashion_Design_ICCV_2019_paper.html)

[**Tag2Pix: Line Art Colorization Using Text Tag With SECat and Changing Loss**](https://openaccess.thecvf.com/content_ICCV_2019/html/Kim_Tag2Pix_Line_Art_Colorization_Using_Text_Tag_With_SECat_and_ICCV_2019_paper.html)

[**Free-Form Video Inpainting With 3D Gated Convolution and Temporal PatchGAN**](https://openaccess.thecvf.com/content_ICCV_2019/html/Chang_Free-Form_Video_Inpainting_With_3D_Gated_Convolution_and_Temporal_PatchGAN_ICCV_2019_paper.html)

[**TextDragon: An End-to-End Framework for Arbitrary Shaped Text Spotting**](https://openaccess.thecvf.com/content_ICCV_2019/html/Feng_TextDragon_An_End-to-End_Framework_for_Arbitrary_Shaped_Text_Spotting_ICCV_2019_paper.html)

[**Chinese Street View Text: Large-Scale Chinese Text Reading With Partially Supervised Learning**](https://openaccess.thecvf.com/content_ICCV_2019/html/Sun_Chinese_Street_View_Text_Large-Scale_Chinese_Text_Reading_With_Partially_ICCV_2019_paper.html)

[**Deep Floor Plan Recognition Using a Multi-Task Network With Room-Boundary-Guided Attention**](https://openaccess.thecvf.com/content_ICCV_2019/html/Zeng_Deep_Floor_Plan_Recognition_Using_a_Multi-Task_Network_With_Room-Boundary-Guided_ICCV_2019_paper.html)

[**GA-DAN: Geometry-Aware Domain Adaptation Network for Scene Text Detection and Recognition**](https://openaccess.thecvf.com/content_ICCV_2019/html/Zhan_GA-DAN_Geometry-Aware_Domain_Adaptation_Network_for_Scene_Text_Detection_and_ICCV_2019_paper.html)

[**Large-Scale Tag-Based Font Retrieval With Generative Feature Learning**](https://openaccess.thecvf.com/content_ICCV_2019/html/Chen_Large-Scale_Tag-Based_Font_Retrieval_With_Generative_Feature_Learning_ICCV_2019_paper.html)

[**Convolutional Character Networks**](https://openaccess.thecvf.com/content_ICCV_2019/html/Xing_Convolutional_Character_Networks_ICCV_2019_paper.html)

[**Geometry Normalization Networks for Accurate Scene Text Detection**](https://openaccess.thecvf.com/content_ICCV_2019/html/Xu_Geometry_Normalization_Networks_for_Accurate_Scene_Text_Detection_ICCV_2019_paper.html)

[**Symmetry-Constrained Rectification Network for Scene Text Recognition**](https://openaccess.thecvf.com/content_ICCV_2019/html/Yang_Symmetry-Constrained_Rectification_Network_for_Scene_Text_Recognition_ICCV_2019_paper.html)

[**YOLACT: Real-Time Instance Segmentation**](https://openaccess.thecvf.com/content_ICCV_2019/html/Bolya_YOLACT_Real-Time_Instance_Segmentation_ICCV_2019_paper.html)

[**Expectation-Maximization Attention Networks for Semantic Segmentation**](https://openaccess.thecvf.com/content_ICCV_2019/html/Li_Expectation-Maximization_Attention_Networks_for_Semantic_Segmentation_ICCV_2019_paper.html)

[**Multi-Class Part Parsing With Joint Boundary-Semantic Awareness**](https://openaccess.thecvf.com/content_ICCV_2019/html/Zhao_Multi-Class_Part_Parsing_With_Joint_Boundary-Semantic_Awareness_ICCV_2019_paper.html)

[**Explaining Neural Networks Semantically and Quantitatively**](https://openaccess.thecvf.com/content_ICCV_2019/html/Chen_Explaining_Neural_Networks_Semantically_and_Quantitatively_ICCV_2019_paper.html)

[**PANet: Few-Shot Image Semantic Segmentation With Prototype Alignment**](https://openaccess.thecvf.com/content_ICCV_2019/html/Wang_PANet_Few-Shot_Image_Semantic_Segmentation_With_Prototype_Alignment_ICCV_2019_paper.html)

[**ShapeMask: Learning to Segment Novel Objects by Refining Shape Priors**](https://openaccess.thecvf.com/content_ICCV_2019/html/Kuo_ShapeMask_Learning_to_Segment_Novel_Objects_by_Refining_Shape_Priors_ICCV_2019_paper.html)

[**Sequence Level Semantics Aggregation for Video Object Detection**](https://openaccess.thecvf.com/content_ICCV_2019/html/Wu_Sequence_Level_Semantics_Aggregation_for_Video_Object_Detection_ICCV_2019_paper.html)

[**Video Object Segmentation Using Space-Time Memory Networks**](https://openaccess.thecvf.com/content_ICCV_2019/html/Oh_Video_Object_Segmentation_Using_Space-Time_Memory_Networks_ICCV_2019_paper.html)

[**Zero-Shot Video Object Segmentation via Attentive Graph Neural Networks**](https://openaccess.thecvf.com/content_ICCV_2019/html/Wang_Zero-Shot_Video_Object_Segmentation_via_Attentive_Graph_Neural_Networks_ICCV_2019_paper.html)

[**MeteorNet: Deep Learning on Dynamic 3D Point Cloud Sequences**](https://openaccess.thecvf.com/content_ICCV_2019/html/Liu_MeteorNet_Deep_Learning_on_Dynamic_3D_Point_Cloud_Sequences_ICCV_2019_paper.html)

[**3D Instance Segmentation via Multi-Task Metric Learning**](https://openaccess.thecvf.com/content_ICCV_2019/html/Lahoud_3D_Instance_Segmentation_via_Multi-Task_Metric_Learning_ICCV_2019_paper.html)

[**DeepGCNs: Can GCNs Go As Deep As CNNs?**](https://openaccess.thecvf.com/content_ICCV_2019/html/Li_DeepGCNs_Can_GCNs_Go_As_Deep_As_CNNs_ICCV_2019_paper.html)

[**Deep Hough Voting for 3D Object Detection in Point Clouds**](https://openaccess.thecvf.com/content_ICCV_2019/html/Qi_Deep_Hough_Voting_for_3D_Object_Detection_in_Point_Clouds_ICCV_2019_paper.html)

[**M3D-RPN: Monocular 3D Region Proposal Network for Object Detection**](https://openaccess.thecvf.com/content_ICCV_2019/html/Brazil_M3D-RPN_Monocular_3D_Region_Proposal_Network_for_Object_Detection_ICCV_2019_paper.html)

[**SemanticKITTI: A Dataset for Semantic Scene Understanding of LiDAR Sequences**](https://openaccess.thecvf.com/content_ICCV_2019/html/Behley_SemanticKITTI_A_Dataset_for_Semantic_Scene_Understanding_of_LiDAR_Sequences_ICCV_2019_paper.html)

[**WoodScape: A Multi-Task, Multi-Camera Fisheye Dataset for Autonomous Driving**](https://openaccess.thecvf.com/content_ICCV_2019/html/Yogamani_WoodScape_A_Multi-Task_Multi-Camera_Fisheye_Dataset_for_Autonomous_Driving_ICCV_2019_paper.html)

[**Scalable Place Recognition Under Appearance Change for Autonomous Driving**](https://openaccess.thecvf.com/content_ICCV_2019/html/Doan_Scalable_Place_Recognition_Under_Appearance_Change_for_Autonomous_Driving_ICCV_2019_paper.html)

[**Exploring the Limitations of Behavior Cloning for Autonomous Driving**](https://openaccess.thecvf.com/content_ICCV_2019/html/Codevilla_Exploring_the_Limitations_of_Behavior_Cloning_for_Autonomous_Driving_ICCV_2019_paper.html)

[**Habitat: A Platform for Embodied AI Research**](https://openaccess.thecvf.com/content_ICCV_2019/html/Savva_Habitat_A_Platform_for_Embodied_AI_Research_ICCV_2019_paper.html)

[**Towards Interpretable Face Recognition**](https://openaccess.thecvf.com/content_ICCV_2019/html/Yin_Towards_Interpretable_Face_Recognition_ICCV_2019_paper.html)

[**Co-Mining: Deep Face Recognition With Noisy Labels**](https://openaccess.thecvf.com/content_ICCV_2019/html/Wang_Co-Mining_Deep_Face_Recognition_With_Noisy_Labels_ICCV_2019_paper.html)

[**Few-Shot Adaptive Gaze Estimation**](https://openaccess.thecvf.com/content_ICCV_2019/html/Park_Few-Shot_Adaptive_Gaze_Estimation_ICCV_2019_paper.html)

[**Live Face De-Identification in Video**](https://openaccess.thecvf.com/content_ICCV_2019/html/Gafni_Live_Face_De-Identification_in_Video_ICCV_2019_paper.html)

[**Face Video Deblurring Using 3D Facial Priors**](https://openaccess.thecvf.com/content_ICCV_2019/html/Ren_Face_Video_Deblurring_Using_3D_Facial_Priors_ICCV_2019_paper.html)

[**Semi-Supervised Monocular 3D Face Reconstruction With End-to-End Shape-Preserved Domain Transfer**](https://openaccess.thecvf.com/content_ICCV_2019/html/Piao_Semi-Supervised_Monocular_3D_Face_Reconstruction_With_End-to-End_Shape-Preserved_Domain_Transfer_ICCV_2019_paper.html)

[**3D Face Modeling From Diverse Raw Scan Data**](https://openaccess.thecvf.com/content_ICCV_2019/html/Liu_3D_Face_Modeling_From_Diverse_Raw_Scan_Data_ICCV_2019_paper.html)

[**A Decoupled 3D Facial Shape Model by Adversarial Training**](https://openaccess.thecvf.com/content_ICCV_2019/html/Abrevaya_A_Decoupled_3D_Facial_Shape_Model_by_Adversarial_Training_ICCV_2019_paper.html)

[**Photo-Realistic Facial Details Synthesis From Single Image**](https://openaccess.thecvf.com/content_ICCV_2019/html/Chen_Photo-Realistic_Facial_Details_Synthesis_From_Single_Image_ICCV_2019_paper.html)

[**S2GAN: Share Aging Factors Across Ages and Share Aging Trends Among Individuals**](https://openaccess.thecvf.com/content_ICCV_2019/html/He_S2GAN_Share_Aging_Factors_Across_Ages_and_Share_Aging_Trends_ICCV_2019_paper.html)

[**PuppetGAN: Cross-Domain Image Manipulation by Demonstration**](https://openaccess.thecvf.com/content_ICCV_2019/html/Usman_PuppetGAN_Cross-Domain_Image_Manipulation_by_Demonstration_ICCV_2019_paper.html)

[**Few-Shot Adversarial Learning of Realistic Neural Talking Head Models**](https://openaccess.thecvf.com/content_ICCV_2019/html/Zakharov_Few-Shot_Adversarial_Learning_of_Realistic_Neural_Talking_Head_Models_ICCV_2019_paper.html)

[**Pose-Aware Multi-Level Feature Network for Human Object Interaction Detection**](https://openaccess.thecvf.com/content_ICCV_2019/html/Wan_Pose-Aware_Multi-Level_Feature_Network_for_Human_Object_Interaction_Detection_ICCV_2019_paper.html)

[**TRB: A Novel Triplet Representation for Understanding 2D Human Body**](https://openaccess.thecvf.com/content_ICCV_2019/html/Duan_TRB_A_Novel_Triplet_Representation_for_Understanding_2D_Human_Body_ICCV_2019_paper.html)

[**Learning Trajectory Dependencies for Human Motion Prediction**](https://openaccess.thecvf.com/content_ICCV_2019/html/Mao_Learning_Trajectory_Dependencies_for_Human_Motion_Prediction_ICCV_2019_paper.html)

[**Cross-Domain Adaptation for Animal Pose Estimation**](https://openaccess.thecvf.com/content_ICCV_2019/html/Cao_Cross-Domain_Adaptation_for_Animal_Pose_Estimation_ICCV_2019_paper.html)

[**NOTE-RCNN: NOise Tolerant Ensemble RCNN for Semi-Supervised Object Detection**](https://openaccess.thecvf.com/content_ICCV_2019/html/Gao_NOTE-RCNN_NOise_Tolerant_Ensemble_RCNN_for_Semi-Supervised_Object_Detection_ICCV_2019_paper.html)

[**Unsupervised Out-of-Distribution Detection by Maximum Classifier Discrepancy**](https://openaccess.thecvf.com/content_ICCV_2019/html/Yu_Unsupervised_Out-of-Distribution_Detection_by_Maximum_Classifier_Discrepancy_ICCV_2019_paper.html)

[**SBSGAN: Suppression of Inter-Domain Background Shift for Person Re-Identification**](https://openaccess.thecvf.com/content_ICCV_2019/html/Huang_SBSGAN_Suppression_of_Inter-Domain_Background_Shift_for_Person_Re-Identification_ICCV_2019_paper.html)

[**Enriched Feature Guided Refinement Network for Object Detection**](https://openaccess.thecvf.com/content_ICCV_2019/html/Nie_Enriched_Feature_Guided_Refinement_Network_for_Object_Detection_ICCV_2019_paper.html)

[**Deep Meta Metric Learning**](https://openaccess.thecvf.com/content_ICCV_2019/html/Chen_Deep_Meta_Metric_Learning_ICCV_2019_paper.html)

[**Discriminative Feature Transformation for Occluded Pedestrian Detection**](https://openaccess.thecvf.com/content_ICCV_2019/html/Zhou_Discriminative_Feature_Transformation_for_Occluded_Pedestrian_Detection_ICCV_2019_paper.html)

[**Contextual Attention for Hand Detection in the Wild**](https://openaccess.thecvf.com/content_ICCV_2019/html/Narasimhaswamy_Contextual_Attention_for_Hand_Detection_in_the_Wild_ICCV_2019_paper.html)

[**Meta R-CNN: Towards General Solver for Instance-Level Low-Shot Learning**](https://openaccess.thecvf.com/content_ICCV_2019/html/Yan_Meta_R-CNN_Towards_General_Solver_for_Instance-Level_Low-Shot_Learning_ICCV_2019_paper.html)

[**Pyramid Graph Networks With Connection Attentions for Region-Based One-Shot Semantic Segmentation**](https://openaccess.thecvf.com/content_ICCV_2019/html/Zhang_Pyramid_Graph_Networks_With_Connection_Attentions_for_Region-Based_One-Shot_Semantic_ICCV_2019_paper.html)

[**Presence-Only Geographical Priors for Fine-Grained Image Classification**](https://openaccess.thecvf.com/content_ICCV_2019/html/Aodha_Presence-Only_Geographical_Priors_for_Fine-Grained_Image_Classification_ICCV_2019_paper.html)

[**POD: Practical Object Detection With Scale-Sensitive Network**](https://openaccess.thecvf.com/content_ICCV_2019/html/Peng_POD_Practical_Object_Detection_With_Scale-Sensitive_Network_ICCV_2019_paper.html)

[**Human Uncertainty Makes Classification More Robust**](https://openaccess.thecvf.com/content_ICCV_2019/html/Peterson_Human_Uncertainty_Makes_Classification_More_Robust_ICCV_2019_paper.html)

[**FCOS: Fully Convolutional One-Stage Object Detection**](https://openaccess.thecvf.com/content_ICCV_2019/html/Tian_FCOS_Fully_Convolutional_One-Stage_Object_Detection_ICCV_2019_paper.html)

[**Self-Critical Attention Learning for Person Re-Identification**](https://openaccess.thecvf.com/content_ICCV_2019/html/Chen_Self-Critical_Attention_Learning_for_Person_Re-Identification_ICCV_2019_paper.html)

[**Temporal Knowledge Propagation for Image-to-Video Person Re-Identification**](https://openaccess.thecvf.com/content_ICCV_2019/html/Gu_Temporal_Knowledge_Propagation_for_Image-to-Video_Person_Re-Identification_ICCV_2019_paper.html)

[**RepPoints: Point Set Representation for Object Detection**](https://openaccess.thecvf.com/content_ICCV_2019/html/Yang_RepPoints_Point_Set_Representation_for_Object_Detection_ICCV_2019_paper.html)

[**SegEQA: Video Segmentation Based Visual Attention for Embodied Question Answering**](https://openaccess.thecvf.com/content_ICCV_2019/html/Luo_SegEQA_Video_Segmentation_Based_Visual_Attention_for_Embodied_Question_Answering_ICCV_2019_paper.html)

[**No-Frills Human-Object Interaction Detection: Factorization, Layout Encodings, and Training Techniques**](https://openaccess.thecvf.com/content_ICCV_2019/html/Gupta_No-Frills_Human-Object_Interaction_Detection_Factorization_Layout_Encodings_and_Training_Techniques_ICCV_2019_paper.html)

[**Cap2Det: Learning to Amplify Weak Caption Supervision for Object Detection**](https://openaccess.thecvf.com/content_ICCV_2019/html/Ye_Cap2Det_Learning_to_Amplify_Weak_Caption_Supervision_for_Object_Detection_ICCV_2019_paper.html)
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